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Introduction

This documentation provides the details for install Oracle RAC 19c on SUSE Linux
Enterprise Server 15 SP1 OS. Here, x86_64 version of both Oracle Database 19c
Enterprise and SUSE Linux Enterprise Server is used. Similar steps applies to other
platforms(x86, ia64, etc.). If you encounter any problem or have general question, please
post your query to suse-oracle@listx.novell.com.

The oracle offical product documentation available at: http./docs.oracle.com/en/

Hardware and Software Requirements

Hardware Requirements

Requirement Minimum

RAM 32 GB

Swap space Approx. twice the size of RAM
Disk space in /tmp 8 GB

Disk space for software files |8 GB

Disk space for database files |8 GB

Software Requirements

SuSE
* SUSE Linux Enterprise Server 15 SP1 (x86_64)
(http.//download.suse.de/install)

Oracle

* Oracle Grid Infrastructure 19¢ (19.3) (x86_64)

* Oracle Database 19c (19.3) (x86_64)
(https.//www.oracle.com/database/technologies/oracle-database-software-
downloads.htmi#19c)

* Grid Infrastructure Release Update 19.4.0.0.190716 - Patch 29708769 (Includes DB
Patch) (x86_64)
(https://support.oracle.com)

Cluster(4-node) Information

HP DL360 Gen9 Server (Intel Xeon 2x12 core ~ 48 CPU), 96GB RAM
4 NIC per server (two bonded as active/passive) + Static IP Address
Local HDD (2x600 GB)

Shared SAN Partition ( 2TB)

SUSE Linux Enterprise Server 15 SP1(x86_64)

Kernel version: 4.12.14-197.21-default


https://support.oracle.com/
https://www.oracle.com/database/technologies/oracle-database-software-downloads.html#19c
https://www.oracle.com/database/technologies/oracle-database-software-downloads.html#19c
http://docs.oracle.com/en/

Prerequisites

1. Install SUSE Linux Enterprise Server 15 SP1 on each cluster node.

Follow the official document (URL:https://documentation.suse.com/sles/15-SP1/) to Install SLES 15
SP1(x86_64) on each node of the cluster.

2. Cluster Network configuration

# Public

137.65.135.90 c1n1 c¢1n1.provo.novell.com // Node1
137.65.135.91 ¢c1n2 c1n2.provo.novell.com // Node2
137.65.135.92 ¢c1n3 c1n3.provo.novell.com // Node3
137.65.135.93 c1n4 c1n4.provo.novell.com // Node4

# Private

10.1.1.11 c1n1-priv
10.1.1.12 c1n2-priv
10.1.1.13 ¢1n3-priv
10.1.1.14 c1n4-priv

# Virtual

137.65.135.94 c1n1-vip c1n1-vip.provo.novell.com
137.65.135.95 c1n2-vip c1n2-vip.provo.novell.com
137.65.135.96 c1n3-vip c1n3-vip.provo.novell.com
137.65.135.97 c1n4-vip c1n4-vip.provo.novell.com

# SCAN
c1c1-scan.provo.novell.com (137.65.135.89)


https://documentation.suse.com/sles/15-SP1/

Oracle RAC Installation

1. Installing Oracle Grid Infrastructure.

1-1. Login to the SLES 15 SP1 64-bit OS as a non-admin user. Download the Oracle Database 19c
Grid Infrastructure (19.3) for Linux x86-64 from https://www.oracle.com/database/technologies/oracle-
database-software-downloads.html#19c.

1-2. Extract LINUX.X64_193000_grid_home.zip and run the installer './gridSetup.sh' from Gird
ShipHome.

Install Flow:

1). Select Configuration Option.

Oracle Grid Infrastructure 19c Installer - Step 1 of 9 x

1 C ORACLE

Select Configuration Option i
Grid Infrastructure

Select an option to configure the software. The wizard will register the home in the central inventory and then

w Configuration Option
ST perform the selected configuration.

|
st Cluster Configuration
/_T_\ u U ) )
s Configure Oracle Grid Infrastructure for a New Cluster

Configure Oracle Grid Infrastructure for a Standalone Server (Oracle Restart)

Upgrade Oracle Grid Infrastructure

Set Up Software Only

Help Next = Cancel

Choose option "Configure Oracle Grid Infrastructure for a New Cluster”, then click Next to
continue.


https://www.oracle.com/database/technologies/oracle-database-software-downloads.html#19c
https://www.oracle.com/database/technologies/oracle-database-software-downloads.html#19c

2). Select Cluster Configuration.

Oracle Grid Infrastructure 19c Installer - Step 2 of 9

Select Cluster Configuration

1 C ORACLE

Grid Infrastructure

Configuration Option
T
S Cluster Configuration

|
T Cperating System Groups

I
/]\
I
I
I

Choose the required cluster configuration.

@ Configure an Oracle Standalcne Cluster

O Configure an Oracle Domain Services Cluster

O Configure an Oracle Member Cluster for Oracle Databases

O Configure an Oracle Member Cluster for Applications

Oracle Extended clusters are special purpose clusters that constitute nodes which span across multiple sites.

Specify a minimum of 3 site names and a maximum of 5 (e.g., site, siteB, siteC).

|:| Configure as an Oracle Extended cluster

| <Back | nNea> | Cancel

Choose option "Configure an Oracle Standalone Cluster"”, then click Next to continue.




3). Grid Plug and Play Information.

Oracle Grid Infrastructure 19c Installer - Step 3 of 17 x

Grid Plug and Play Information

C ORACLE

Grid Infrastructure

1

Cenfiguration Option
Cluster Configuration
| Grid Plug and Play

Cluster Node Infermation

A
-~
Y

B
s

.,
el

e

|
I
I
I
I
I
I
I
I
I
I
I
I

4

Single Client Access Name (SCAN) allows clients to use one name in connection strings to connect to the
cluster as a whole. Client connect reauests to the SCAN name can be handled bv anv cluster node.

(#) Create Local SCAN

Cluster Name: |c1-cluster |

SCAN Mame: |c1c1—scan.prm.nm\ell.com |
SCAN Port:  |1521 |

(") Use Shared SCAN

[ configure GNS

@

[ = Back H MNext = i

In the Cluster Name and SCAN Name fields, enter the names for your cluster and cluster scan that are
unique throughout your entire enterprise network, then click Next to continue.

(More details for GNS configuration please see Oracle official document.)



4). The 'Cluster Node Information' screen appears.

Oracle Grid Infrastructure 19¢ Installer - Step 4 of 17

Cluster Node Information

1 C ORACLE

Grid Infrastructure

Configuration Option

y

: Cluster Configuration

. Grid Plug and Play

Cluster Mode Information

Metwork Interface Usage

—€ € —

Y
-

.,
I

Provide the list of nodes to be managed by Oracle Grid Infrastructure with their Public Hostname and Virtual

Hostname.

Public Hostname

Virtual Hostname

c1nl.provo.novell.com
c1n2.provo.novell.com
¢ 1n3.provo.novell.com
¢ 1nd. provo.novell.com

cn1-vip.provo.novell.com
cn2-vip.provo.novell.com
¢ 1n3-vip.provo.novell.com
¢ 1nd-vip.provo.novell.com

S55H connectivity...

Use Cluster Configuration File... ] [gdcl ][ Edit... ][ Remove ]

C— — — — — — — — — — —

[ < Back ][ Mext = l Cancel

In the Public Hostname column of the table of cluster nodes, you should see your local node. Click Add
to add another node to the cluster. Enter the second node's public name(node2), and virtual IP name
(node2-vip), then click OK. Make sure all nodes are selected, then click the SSH Connectivity button at
the bottom of the window. After a short period, another message window appears indicating that
passwordless SSH connectivity has been established between the cluster nodes. Click OK to continue.
When returned to the Cluster Node Information window, click Next to continue.




(Note: Passwordless SSH connectivity check will be failed as shown below, although you have
configured it correctly.

Cluster Node Information 1 c DR’ACI-E
Grid Infrastructure
C 0 ST e LT Provide the list of nodes to be managed by Oracle Grid Infrastructure with their Public Hostname and Virtual
/T\ Hostnama.
s Cluster Configuraticn
Public Hostname Virtual Hostname
Grid Plug and Play

| |c1n1.provo.novnll.com c1nl-vip.provo.novell.com

Cluster Mode Informats o 1nZ prove. novel | com olnZ-viporovo novell.con

e el Oracle Grid Infrastructure 19c Installer x —

£ — € —]

[INS-44000] Passwordless SSH connectivity is not setup from the local node
! ¢1nl to the following nodes:
[c1n2, c1n3, c1nd]
These nodes will be ignored and not participate in the cenfigured Grid
Infrastructure.
Are you sure you want to continue ?
Yes No Details
Action - Refer to the logs for more details or contact Oracle Support Services. -

Additional Information:

Edit_.. || Remowe
Summary of node specific errors
cln2
- [INS-06006] Passwordless S5H connectiwity not set up between the fo
cln3
- [INS-06006] Passwordless S5H connectiwity not set up between the fo
clnd -
1 | 4 : | b B
Help [ < Back H Next = | Cancel

Work-around: A temporary solution is by downgrading openssh to earlier version(openssh-7.6p1-
7.8.x86_64) on the node(c1n1), then retry.

oMo




5). Specify Network Interface Usage.

Oracle Grid Infrastructure 19c Installer - Step 5 of 17

Specify Network Interface Usage 1 C ORACLE

Grid Infrastructure

s Configuration Option

/T\ Private interfaces are used by Oracle Grid Infrastructure for interncde traffic.

s Cluster Configuraticn
/_T\ Grid Plug and Pla Interface Mame Subnet Use for

T ASM & Private -
¥ Cluster Node Information bond1 197.65.135.0 Public -
1
il Metwork Interface Usage

|

Storage Option
A
il
Help < Back Next = Cancel

Verify that each interface has the correct interface type associated with it. If you have network
interfaces that should not be used by Oracle Clusterware, then set the network interface type to Do Not
Use. For example, if you have only two network interfaces, then set the public interface to have a Use

For value of Public and set the private network interface to have a Use For value of ASM & Private,
then click Next to continue.

10




6). Storage Option Information.

Oracle Grid Infrastructure 19c Installer - Step 6 of 17 x

Storage Option Information

1 C ORACLE

Grid Infrastructure

Configuration Option

Cluster Configuration

Grid Plug and Play

Cluster Node Information

Metwork Interface Usage

HeE—€—€—F—¥

w Storage Option

Create Grid Infrastructure Mana

X

s

C— — — — — — — — —

You can place Oracle Cluster Registry (OCR) files and voting disk files on Oracle ASM storage, or on a file
system.

@ Use Oracle Flex ASM for storage

Choose this opticn to configure OCR and voting disks cn ASM storage. ASM instance will be configured on
reduced number of cluster nodes.

(") Use Shared File System

Choose this option to configure OCR and voting disk files on an existing shared file system.

»

[ < Back ][ Mext > ] Cancel

Choose option "Use Oracle Flex ASM for storage", then click Next to continue.

11



7). Grid Infrastructure Management Repository Option.

Oracle Grid Infrastructure 19c Installer - Step 7 of 17

Create Grid Infrastructure Management Repository Option 1 c DRACI-E
Grid Infrastructure

Configuration Option The Grid Infrastructure Management Repository is an essential component for complete operation of the
Autonomous Health Framework, that offers enhanced real time diagnostics and performance management, and

Cluster Configuraticn Rapid Homes Provisioning for patching. The components that depend on the repository in whole or in part are

)T\ ; Cluster Health Advisor, Cluster Health Monitor, QoS Management, Rapid Homes Provisioning and Cluster Activity
T Grid Plug and Pla Log. It is best practice to install this option and failure to do so could compromise timely resolution of issues as
T Cluster Mode Information well as available functionality for patching.
T Metwork Interface Usage Configure Grid Infrastructure Management Repository

Storage Option Yes
2 -

Create Grid Infrastructure Manag @ Mo

Grid Infrastructure Management

ex

| <Back | Ned> | Cancel

Choose whether you want to store the Grid Infrastructure Management Repository in a separate Oracle
ASM disk group, then click Next to continue.

12




8). Create ASM Disk Group.

Oracle Grid Infrastructure 19c Installer - Step 8 of 16

Create ASM Disk Group

1 C ORACLE’

Grid Infrastructure

Cenfiguration Option

Cluster Configuraticn

ug and Play

Cluster Node Information

Lz
=
(=%
=

Metwork Interface Usage
Storage Option

Create Grid Infrastructure Mana

FF—C—<FJ

| Create ASM Disk Group

— —

ASM Password

.,

C— — — — — —

s

4

OCR and Veting disk data will be stored in the following ASM Disk group. Select disks and characteristics of this

Disk group.

Disk group name  |SUSEDEMO

Redundancy

Allocation Unit Size MEB

Select Disks

(") Flax () High (2) Mormal () External

| Show Candidate/ Provisioned Disks |

D‘ Disk Path

|Eize[inMB]| Status ‘ Failure Group

Jdev/asm/disk7
fdev/asm/disk8
| [ |/dev/asm/diskd
[] sdev/asm/diskplus1
[ tdeviasm/diskolus2

92160 Candidate || .

92160 Candidate

T T —
92160 Candidate | | |
92160 Candidate =¥

Disk Discovery Path:/dew/asm/*

[ Change Discovery Path...

|:| Configure Oracle ASM FEilter Driver

[ Specify Failure Groups... ]

Select this option to configure ASM Filter Driver(AFD) to simplify configuration and management of disk devices

by Oracle ASM.

[ < Back H Mext = i Cancel

Depending on your needs to creat ASM Disk Group, then click Next to continue.
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9). Specify ASM Password.

Oracle Grid Infrastructure 19¢ Installer - Step 9 of 16 x
Specify ASM Password 1 c D.RACI-E
Grid Infrastructure
T il T T The new Oracle Automatic Storage Management (Oracle ASM) instance requires its own SYS user with SYSASM
)T\ privileges for administration. Oracle recommends that you create a less privileged ASMSNMP user with SYSDBA
Cluster Configuration privileges to menitor the ASM instance.
Grid Plug and Pla Specify the password for these user accounts.

Cluster Node Information O Use different passwords for these accounts

Metwork Interface Usage
Storage Opticn

Create Grid Infrastructure Mana

S

Create ASM Disk Group

—€ €

ASM Password

Operating System Groups
e @ Use same passwords for these accounts

.,

C— — — — —

I

Specify Password: |ccevesanas Confirm Password: | ............

[ < Back H Mext = i Cancel

Choose the same password for the Oracle ASM SYS and ASMSNMP account, or specify different
passwords for each account, then click Next to continue.

14



10). Failure Isolation Support.

Oracle Grid Infrastructure 19c Installer - Step 10 of 18

Failure Isolation Support

1 C ORACLE

Grid Infrastructure

Configuration Option

Cluster Configuration

Grid Plug and Play
Cluster Node Information
MNetwork Interface Usage

Storage Option

Create ASM Disk Group
ASM Password
Failure Isolation

Management Options

S —— —F ————f —F

B
C— — — — — —
-

Create Grid Infrastructure Manag

Choose one of the following Failure |sclaticn Support cptions.

() Use Intelligent Platform Management Interface (IPMI)

@ (2) Do not use Intelligent Platform Management Interface (IPMI)

E‘

[ = Back " MNext = i Cancel

Select the option "Do not use Intelligent Platform Management Interface (IPMI)", then click Next to

continue.

15



11). Specify Management Options.

Oracle Grid Infrastructure 19c Installer - Step 11 of 18 x

Specify Management Options

1 C ORACLE

Grid Infrastructure

€ — —

.,

C— — — —4 —

- Y ——e—3¥

I

Configuration Option
Cluster Configuration
Grid Plug and Play
Cluster Mode Information
Metwork Interface Usage
Storage Option

Create Grid Infrastructure Manag
Create ASM Disk Group
ASNM Password

Failure Isolation
Management Options

Operating System Groups

You can configure to have this instance of Oracle Grid Infrastructure and Oracle Automatic Storage Management
to be managed by Enterprise Manager Cloud Contrel. Specify the details of the Cloud Control configuration to
perform the registration.

| ] Register with Enterprise Manager (EM) Cloud Control

| <Back | Ned> | Cancel

Selected/Deselected the option "Register with EM...", then click Next to continue.

16




12). Privileged Operating System Groups.

Oracle Grid Infrastructure 19c Installer - Step 12 of 18 x

Privileged Operating System Groups

1 C ORACLE

Grid Infrastructure

—€ € —C—€—¢€

s

— — — —

FFC—C—<FJ

-

Configuration Option
Cluster Configuration
Grid Plug and Play
Cluster Mode Information
Network Interface Usage
Storage Option

Create Grid Infrastructure hManag
Create ASM Disk Group
ASM Password

Eailure Isolation
Management Options
Operating System Groups

Installation Location

Select the name of the operating system group, that you want to use for operating system authentication to

Oracle Automatic Storage Management.

Oracle ASM Administrator (OSASM) Group

Oracle ASW DBA (OSDBA for ASM) Group

asmadmin *

asmdba

Oracle ASM Operator (OSOPER for ASM) Group (Optional) |:E]

[ < Back ][ Next > ] Cancel

Accept the default operating system group names for Oracle ASM administration, then click Next to
continue.

17



13). Specify Installation Location.

Oracle Grid Infrastructure 19c Installer - Step 13 of 18 x

Specify Installation Location 1 C ORACLE

Grid Infrastructure

Configuration Option Specify the Oracle base. The Oracle base directory for the Oracle Grid Infrastructure installation is the location
where diagnostic and administrative logs, and other logs associated with Oracle ASM and Oracle Clusterware

Cluster Configuration are stored. This location would also contain files pertaining to the configuration of Oracle Clusterware.

Grid Plug and Play

QOracle hase@ |jhome,foracle,fgrid_base| [v] [ Browse... ]

Cluster Mode Informaticn
Metwork Interface Usage . ) . . )
This software directory is the Oracle Grid Infrastructure home directory.
Storage Opticn
Software location: fhome/oracle/grid_19c
Create Grid Infrastructure Manag
Create ASM Disk Group
ASM Password

Failure Isolation
Management Options
Operating System Groups

Installation Location

Root script execution

C—C—C—C—E—1E€—€—€—€——F—F—€—€—€—F—%

| <Back || Ned> | Cancel

Specify the directory to use for the Oracle base for the Oracle Grid Infrastructure installation, then click
Next to continue. The Oracle base directory must be different from the Oracle home directory.

18




14). Root script execution configuration.

Oracle Grid Infrastructure 19¢c Installer - Step 14 of 18 x
Root script execution mnflguration 1 c : R’ACI-E
Grid Infrastructure
. T LT During the software configuration, certain operations have to be performed as “root” user. You can choose to
/T\ have the installer perform these operations automatically by specifying inputs for one of the options below. The
. Cluster Configuraticn input specified will alsoc be used by the installer to perform additicnal prerequisite checks.
Grid Plug and Pla Automatically run configuration scripts

Cluster Mode Information @ T e e e =

Metwork |nterface U
etwork Interface Usage Password : @l ______
Storage Option
() Use sudo

Create Grid Infrastructure Mana

Create ASM Disk Group
ASNM Password

Eailure Isolation
Management Options

Operating System Groups

Installation Location
Root script execution

Prerequisite Checks

4

[ < Back H Mext = i Cancel

Select the option to Automatically run configuration scripts. Enter the credentials for the root user or
a sudo account,then click Next to continue.

Alternatively, you can Run the scripts manually as the root user at the end of the installation process
when prompted by the installer.

19




15). Perform Prerequisite Checks.

Oracle Grid Infrastructure 19c Installer - Step 15 of 18

Perform Prerequisite Checks

1 C ORACLE

Grid Infrastructure

F———————F—F——€—C—F—F

C— — —HE

Configuration Option
Cluster Confiquration
Grid Plug and Play
Cluster Mode |Information
Network Interface Usage
Storage Option

Create Grid Infrastructure Manag
Create ASN Disk Group
ASM Password

Failure Isolation
Management Options
Dperating System Groups
Installation Location

Root script execution
Prerequisite Checks

Verification Result

Some of the minimum requirements for installation are not completed. Review and fix the issues listed in the

following table, and recheck the system.

| Check Again | | Fix& Check Again | [Show Failed  v| | [F] All Nodes - [ ] Ignore Al
| Checks | Status | Fixable |
[ Checks =
E}@ [0S Kernel Parameters]
05 Kernel Parameter: panic_on_oops
[ [Packages]
. libstde++33-3.3.3-62.1 Warning No
. libjpeg-turbo-1.3.1 Warning No
. libjpegb2-32bit-62.1.0 Warning No
. libjpege2-turbo-1.3.1 Warning No
. libpcre16-0-8.41 Warning Mo
CJDK-1.8.005.151 Warning No
. libgfortran3-4.8.3 Warning No
----- zeroconf check Warning No
=% [Device Checks for ASM)
-Device Checks for ASM Warning Mo
“-|/0 scheduler Warning No
=% [Network Time Protocol (NTP)] L
“.-Network Time Protocal (NTP) Failed No "

| »

This is a prerequisite condition to test whether the OS5 kernel parameter "panic_on_oops” is properly set. (more

details)

Check Failed cn Nedes: [c1n4, c1n3, c1n2, c1n1]

Perform Pre-Check as shown above; Click Fix&Check Again to recheck the system.

20



Perform Prerequisite Checks

7
)
I
I
I
)
)
I
I
I
I
I
I
T

Configuration Opticn

Cluster Configuration

Grid Plug and Play

Cluster Node Infor
MNetwork Interface|
Storage Option

Create Grid Infras)
Create ASK Disk {
ASM Password

Failure Isolation

Management Opti|
Operating System
Installation Locati|
Root script execuf

Prerequisite Checks

C ORACLE

Grid Infrastructure

1

Some of the minimum requirements for installation are not completed. Review and fix the issues listed in the
following table, and recheck the system.

Verification Result

Fixup Script x Ignore All

Fixable

:[ Fs

d

Some of the prerequisites have failed on the following nodes. Installer has generated a fixup script that
needs to be run as a privileged user (root). Installer will run the fixup script
[/tmp/GridSetupActions2019-11-04_11-21-08PM/ CVU_19.0.0.0.0_oracle/runfixup.sh) on the listed nodes
using the privileged user credentials provided earlier. Click "OK" to proceed.

Modes: |e1nd No
cinl No
cn3 No
cln2 Mo
Mo
No
Mo
Mo
oK Cancel
T P DRVICE CNIBCKS TOT A5 M warnng No
’_—I “uf0 scheduler Warning Mo
= [ [Network Time Protocol (NTP)] L1
Metwork Time Protocol (NTP) Failed MNo b
This is a prerequisite condition to test whether the 05 kernel parameter "panic_on_ocops” is properly set. (more
details)
Check Failed on Nodes: [c1nd, c1n3, c1nZ, ¢1n1]
i
= Back Cancel

1: fopt/o

i -._ e

/tmp/GridSetupActions2019-11-64 11-21-88PM/CVU_19.0.0.8.08_oracle/runfixup.sh

All Fix-up operations were completed successfully.

1: fopt/oracle

21




Oracle Grid Infrastructure 19c¢ Installer - Step 15 of 18 x

Perform Prerequisite Checks

1 C ORACLE

Grid Infrastructure

J— T ————F —F

Configuration Option
Cluster Configuration
Grid Plug and Play
Cluster Mode Information
Metwork Interface Usage
Storage Option

Create Grid Infrastructure Mana

Create ASh Disk Group
ASNM Password

Eailure Isolation
Management Options
Dperating System Groups
Installation Location

Root script execution

Prerequisite Checks

C— — —i

( Verification Result r Fixup Result |

Some of the minimum reguirements for installation are not completed. Review and fix the issues listed in the
following table, and recheck the system.

Check Again |ShowFailed  ¥| | [F] All Nodes v [ ] lgnore Al
| Checks | staus | Fixable
[ Checks
=% [Packages]

Package: libstdc++433-3.3.3-62.1 Warning No

- libjpeg-turbo-1.3.1 Warning No

. libjpeg62-32bit-62.1.0 Warning No

. libjpegb2-turbo-1.3.1 Warning No

. libpcre 1 6-0-B.41 Warning No

i--Package: JOK-1.8.0.5.151 Warning No
= Package: libgfortran3-4 8.3 Warning No

----- zeroconf check Warning No

= [Device Checks for ASM]
Device Checks for ASM

i fel/D scheduler Warning No
= [Network Time Protocal (NTF)]
“-Network Time Protocol (NTP) Failed No

4

This is a prerequisite check to verify that the specified devices meet the reguirements for ASM. [more details)

Check each error and warning message, try to fix manually, then click Check Again.

22



Oracle Grid Infrastructure 19c Installer - Step 15 of 18 x

Perform Prerequisite Checks

1 C ORACLE

Grid Infrastructure

J———————FF————F

— —f —

Configuration Option
Cluster Configuration
Grid Plug and Play
Cluster Mode |nformation
Network [nterface Usage
Storage Option

Create Grid Infrastructure Mana

Create ASM Disk Group
ASM Password

Eailure |solation
Management Options

Operating System Groups

Installation Location

Root script executicn
Prerequisite Checks

Summary

r Verification Result r Fixup Result

Some of the minimum reguirements for installation are not completed. Review and fix the issues listed in the
following table, and recheck the system.

a Ignore All

| Checks Status | Fisable

[# Checks
E}@ [Packages]

: libstdc++33-3.3.3-62.1

- libjpeg-turbo-1.3.1 Ignored Mo
: libjpegt2-32bit-62.1.0 Ignored Mo
. libjpegb2-turbo-1.3.1 Ignored Mo
. libpcre 6-0-8.41 Ignored Mo
S JDK-1.B.0.53.151 Ignored Mo
: . libgfortran3-4.8.3 Ignored Mo
(- zeroconf check Ignored Mo

This is a prerequisite condition to test whether the package "libstdc++33-3.3.3-62.1" is available on the
system. [more details)

Check Failed on Nodes: [c1n4d, ¢1n3, c1n2, c1nl]

[ < Back H Mext = i Cancel

(Note: There are still some warning messages, please refer to the details of Additional Comments in
the last section of the document.)

Select option "Ignore All", then click Next to continue.
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16). Summary.

Oracle Grid Infrastructure 19c Installer - Step 16 of 18

Summary

1 C ORACLE

Grid Infrastructure

Configuration Option
Cluster Configuration
Grid Plug and Play
Cluster Mode Information
Metwork Interface Usage

Storage Option

Create Grid Infrastructure Manag

Create ASM Disk Group
ASHM Password

Failure |solation
Management Options
Dperating System Groups
Installation Location

Root script execution

F S ———F—F

Prereguisite Checks

o —

Summary

[=- Oracle Grid Infrastructure 1%¢ Installer

EI Global Settings

: Caonfig Option: Configure Oracle Grid Infrastructure for a Mew Cluster [Edit]

Oracle base for Oracle Grid Infrastructure: /home/oracle/grid_base [Edit]

Grid home: fhome/oracle/grid_19¢c

Privileged Operating System Groups: asmdba (0SDBA), asmadmin (0SASM) [Edit]
i Root script execution configuration: Root user credential [Edit]

=} Management information

L Management method: Mone [Edit]

[=}- Grid Infrastructure Settings

----- Cluster Configuration: Standalone Cluster [Edit]
----- Cluster Name: c1-cluster [Edit]

----- Hub nedes: cinl,cin2,cind.cind [Edit]

----- SCAN Type: Local SCAN

----- Single Client Access Mame (SCAN): cle1-scan.prove.novell.com [Edit]
----- SCAN Port: 1521 [Edit]

----- Public Interface(s): bond1 [Edit]

----- ASM & Private Interface(s): bond0 [Edit]

=}~ Storage Information

----- Storage Type: Oracle ASM [Edit]

----- Configure ASM Filter Driver: false [Edit]

----- ASM Disk Group: SUSEDEMO [Edit]

----- Storage Redundancy: NORMAL [Edit]

-

4

Save Response File...

= Back

[ Install ][ Cancel ]

Installation Summary as shown above, click Install to continue.

24




17). Install Product.

Oracle Grid Infrastructure 19c Installer - Step 17 of 18

Install Product 1 c D.RACI-E
Grid Infrastructure
r Progress
/I\ |
/I\
Linking RDBMS Executables
I rStatus
/I\ v Configure Local Node In Progress
I w# « Prepare Succeeded
/I\ o+« Link binaries In Progress
« Setup Pending
l Copy Files to Remote Nodes Pending
I Configure Remote Nodes Pending
l « Prepare Pending
« Setup Pending
I Setup Oracle Base Pending
Execute Root Scripts Pending
I Configure Oracle Grid Infrastructure for a Cluster Pending
/'|'\
{
e Install Product
|
1 C ORACLE’
Grid Infrastructure
a »
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Installer prompted you to run the orainstRoot.sh and root.sh scripts. Click Yes.

—iStarting ‘Prepare for configuration steps”

Oracle Grid Infrastructure 19c Installer - Step 17 of 18 x
Install Product 1 c ORACLE
Grid Infrastructure
r Progress
/'|'\
a2 |
/'|'\
Saving Cluster Inventory
I rStatus
,I\ w# Configure Local Node Succeeded
l %" « Prepare Succeeded
/l\ % « Link binaries Succeeded
o« Setup Succeeded
l " Copy Files to Remote Nodes Succeeded
I - : Succeeded
Oracle Grid Infrastructure 19c Installer x Succeeded
l Succeeded
I Succeeded
i Configuration scripts generated by the Installer need to be run as a privileged In Progress
l ! user (root). Installer will run these scripts using the privileged user credentials Pending
I provided earlier. Pending
'
/'|'\
Are you sure you want to continue ?
Lok L
I updating '/home/oracle/g|
I _lupdating ‘Yhome/oracle/g Yes m
) Saving inventory e
I

Loading products list. Please wait.

II:Saving Cluster Inventory

Completed "Prepare for configuration steps’
Copying /home/oracle/grid_19c to remote nodes

RACLE’

Instantiating rect scripts for add node Infrastructure

<]

Continue monitoring the installation until the Finish window appears.
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18). Finish.

r

Oracle Grid Infrastructure 19¢ Installer - Step 18 of 18 x

C ORACLE
1 Grid Infrastructure

Click Close to complete the installation process and exit the installer.
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1-3. Oracle Database 19¢(19.3) Grid Infrastructure Post-Install Checks.
1).Check Oracle Clusterware health.

oracle@c1n1:~> /home/oracle/grid_19c/bin/crsctl check cluster -all
cin1:

CRS-4537: Cluster Ready Services is online
CRS-4529: Cluster Synchronization Services is online
CRS-4533: Event Manager is online

cin2:

CRS-4537: Cluster Ready Services is online
CRS-4529: Cluster Synchronization Services is online
CRS-4533: Event Manager is online

c1n3:

CRS-4537: Cluster Ready Services is online
CRS-4529: Cluster Synchronization Services is online
CRS-4533: Event Manager is online

cin4:

CRS-4537: Cluster Ready Services is online
CRS-4529: Cluster Synchronization Services is online
CRS-4533: Event Manager is online
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2).Check Oracle Clusterware resources.

oracle@c1n1:~> /home/oracle/grid_19c/bin/srvctl status nodeapps
VIP 137.65.135.94 is enabled

VIP 137.65.135.94 is running on node: c1n1
VIP 137.65.135.95 is enabled

VIP 137.65.135.95 is running on node: c1n2
VIP 137.65.135.96 is enabled

VIP 137.65.135.96 is running on node: c1n3
VIP 137.65.135.97 is enabled

VIP 137.65.135.97 is running on node: c1n4
Network is enabled

Network is running on node: c1n1

Network is running on node: c1n2

Network is running on node: c1n3

Network is running on node: c1n4

ONS is enabled

ONS daemon is running on node: c1n1
ONS daemon is running on node: c1n2
ONS daemon is running on node: c1n3
ONS daemon is running on node: c1n4
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3). Check status of designated resources.

oracle@c1n1:~> /home/oracle/grid_19c/bin/crsctl stat res -t

Name Target State Server State details
Local Resources
ora.LISTENER.Isnr
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE cin4 STABLE
ora.chad
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE cin4 STABLE
ora.net1.network
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE cin4 STABLE
ora.ons
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE cin4 STABLE
Cluster Resources
ora.ASMNET1LSNR_ASM.Isnr(ora.asmgroup)
1 ONLINE ONLINE cini STABLE
2 ONLINE ONLINE c1n2 STABLE
3 ONLINE ONLINE cin4 STABLE
ora.LISTENER_SCAN1.Isnr
1 ONLINE ONLINE c1n2 STABLE
ora.LISTENER_SCANZ2.Isnr
1 ONLINE ONLINE c1n3 STABLE
ora.LISTENER_SCANa3.Isnr
1 ONLINE ONLINE c1nd STABLE
ora.SUSEDEMO.dg(ora.asmgroup)
1 ONLINE ONLINE c1n1 STABLE
2 ONLINE ONLINE c1n2 STABLE
3 ONLINE ONLINE c1n4 STABLE
ora.asm(ora.asmgroup)
1 ONLINE ONLINE cini Started,STABLE
2 ONLINE ONLINE c1n2 Started, STABLE
3 ONLINE ONLINE cin4 Started,STABLE
ora.asmnet1.asmnetwork(ora.asmgroup)
1 ONLINE ONLINE c1n1 STABLE
2 ONLINE ONLINE c1n2 STABLE
3 ONLINE ONLINE c1nd STABLE
ora.c1ni.vip
1 ONLINE ONLINE c1n1 STABLE
ora.c1n2.vip
1 ONLINE ONLINE c1n2 STABLE
ora.c1n3.vip
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1 ONLINE ONLINE c1n3 STABLE

ora.c1n4.vip

1 ONLINE ONLINE cind STABLE
ora.cvu

1 ONLINE ONLINE cini STABLE
ora.gosmserver

1 ONLINE ONLINE c1n1 STABLE
ora.scan1.vip

1 ONLINE ONLINE c1n2 STABLE
ora.scan2.vip

1 ONLINE ONLINE c1n3 STABLE
ora.scan3.vip

1 ONLINE ONLINE c1n4d STABLE

4).Check OCR and Voting disk files.

oracle@c1n1:~> /home/oracle/grid_19c/bin/ocrcheck
Status of Oracle Cluster Registry is as follows :

Version : 4

Total space (kbytes) : 491684
Used space (kbytes) : 84292
Available space (kbytes): 407392

ID : 133237046
Device/File Name : +SUSEDEMO

Device/File integrity check succeeded
Device/File not configured
Device/File not configured
Device/File not configured
Device/File not configured
Cluster registry integrity check succeeded
Logical corruption check bypassed due to non-privileged user

oracle@c1n1:~> /home/oracle/grid_19c/bin/crsctl query css votedisk

## STATE File Universal Id File Name Disk group

1. ONLINE 8e9f4007ed084febbf4396ad829929b5 (/dev/asm/disk7) [SUSEDEMO]
2. ONLINE 9939abd8ffe64fb1bf3c6fbb92270e5d (/dev/asm/disk8) [SUSEDEMOQO]
3. ONLINE 7acc9906dd504f00bf5e5bd419228808 (/dev/asm/disk9) [SUSEDEMOQ]
Located 3 voting disk(s).
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2. Installing Oracle Database.

1-1. Login to the SLES 15 SP1 64-bit OS as a non-admin user. Download the Oracle Database 19¢

(19.3) for Linux x86-64 from https://www.oracle.com/database/technologies/oracle-database-software-
downloads.html#19c.

1-2. Extract LINUX.X64_193000_db_home.zip and run the installer './runinstaller' from Database
ShipHome.

Install Flow:

1). Select Configuration Option.

Oracle Database 19c¢ Installer - Step 1 of 9 x

Select Configuration Option 1 C ORACLE’

Database

/‘"\ Configuration Option Select any of the following install options.
T

),:,\ Database Installation Opticns Create and configure a single instance database.

This option creates a starter database.

ﬁ) #1 Set Up Software Only

Naote 1: For RAC install, do ‘Set Up Software Only” and then execute DECA (Database Configuration Assistant)
from the cracle home.

Note 2: To upgrade an Oracle Database, do "Set Up Software Only and then execute DBUA (Database Upgrade
Assistant) from the oracle home.

Help Next = Cancel

Select option "Set Up Software Only", then click Next to continue.
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https://www.oracle.com/database/technologies/oracle-database-software-downloads.html#19c
https://www.oracle.com/database/technologies/oracle-database-software-downloads.html#19c

2). Select Database Installation Option.

Oracle Database 19¢ Installer - Step 2 of 9 x
Select Database Installation Option 1 C ORACLE
Database
" iRl o Ention Select the type of database installation you want to perform.
};{ Database Installation Options (") Single instance database installation
|
,T\ Install T () Oracle Real Application Clusters database installation

I
I
I
I
I

[etook Jwan ] cocs

Choose option "Oracle Real Application Clusters database installation", then click Next to continue.
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3). Select List of Nodes.

Oracle Database 19c¢ Installer - Step 3 of 10 x

Select List of Nodes

1 C ORACLE

Database

Configuration Option

Database Installation Opticns
A o

i
! Modes Selection

T
|

Install Type

— — — —

Select nodes (in addition to the local node) in the cluster where the installer should install Oracle RAC or Cracle
RAC One.

| | Node name

1 clinl
2 cin2
3 cind
4 clnd

55H connectivity... [ Select all l [ Deselect all

< Back ][ Mext = Cancel

Select all nodes in the cluster, then click Next to continue.
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4). Select Database Edition.

Oracle Database 19c Installer - Step 4 of 11 x
Select Database Edition 1 C ORACLE
Database
)T\ Configuration Option Which database edition do you want to install?
)Tk Database |nstallation Options (%) Enterprise Edition
Nodes Selection Cracle Database 19c Enterprise Edition is a self-managing database that has the scalability, performance,

high availability, and security features required to run the most demanding, mission-critical applications.

C—A — — — — — —

| Database Edition

() Standard Edition 2
Installation Location

Oracle Database 19¢c Standard Edition 2 is a full-featured data management solution ideally suited to the
needs of medium-sized businesses.

| <Back | MNed> | Cancel

Choose option "Enterprise Edition", then click Next to continue.
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5). Specify Installation Location.

Oracle Database 19c Installer - Step 5 of 11 x
Specify Installation Location 1 C ORACLE
Database
Configuration Option Specify a path to place all Cracle scftware and configuration-related files installed by this installation cwner.

. _ This location is the Oracle base directory for the installation owner.
Database Installation Options

Modes Selection DOracle tn=.|se':3l |Ihomeforacle.."grid_base [v] [ Browse... ]

¥ Database Editicn

.;.. Installation Location This software directory is the Oracle Database home directory.

+ Operating System Groups Software location: /home/oracle/db_19c

I
I
I
I

[ < Back " Mext = i Cancel

Fill in Oracle base and Software location as shown above, then click Next to continue.
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6). Privileged Operating System groups.

Oracle Database 19c Installer - Step 6 of 11 x
Privileged Operating System groups 1 C ORACLE
Database
T LT SYS privileges are required to create a database using operating system (05) authentication. Membership in 0S
[i] pt ’ o A L
)‘r‘ Groups grants the corresponding SYS privilege, eg. membership in OSDBA grants the SYSDBA privilege.
[Database Installation Options
)T\ Database Administrator (OSDBA) group:
T Nodes Selecticn
T’ Database Edition Database Operator (OSOPER) group (Optional): oper =
¥ Installation Location Database Backup and Recovery (OSBACKUPDBA) group:
I .
'T" Operating System Groups Data Guard administrative (OSDGDEA) group:
Root script execution
T Encryption Key Management administrative (0SKMDBA) group:
l Real Application Cluster administrative (OSRACDEA) group:

[etook Jwan ] cocs

Selected by default, then click Next to continue.
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7). Root script execution configuration.

Oracle Database 19c Installer - Step 7 of 11 x

Root script execution configuration

1 C ORACLE

Database

During the software configuration, certain operations have to be performed as “root” user. You can choose to
have the installer perform these operations automatically by specifying inputs for one of the options below. The
. Database Installation Opticns input specified will also be used by the installer to perform additional prerequisite checks.

Configuration Option

y

Nodes Selection Automatically run configuration scripts

e @ Use “roct”’ user credential

Installation Location
Password : @l

Operating System Groups

B ) {1 Use sudo
Root seript execution

Prerequisite Checks

C—C—C—€—HEH€—€—€—€—F

[ < Back " Mext = i Cancel

Select the option to Automatically run configuration scripts. Enter the credentials for the root user or
a sudo account,then click Next to continue. Alternatively, you can Run the scripts manually as the root
user at the end of the installation process when prompted by the installer.
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8). Perform Prerequisite Checks.

Oracle Database 19¢ Installer - Step 8 of 11 x

Perform Prerequisite Checks 1 C ORACLE’

Database

Configuration Option Werification Result

Datsbase Instsllation Options Snmel{:fthe minimum requirements for installation are not completed. Review and fix the issues listed in the
following table, and recheck the system.

53

Modes Selection

T N | Check Again | | Fix& Check Again | [Show Failed  ~| [ [ All Nodes ~ (] ignore Al
T Database Edition
Installation Location | Checks | Status | Fixable
T [ Checks
T Operating System Groups E}@ [Packages]
i Root script execution : Package: |ibstdc++33-3.3.3-62.1
I - . ..Package: libjpeg-turbo-1.3.1 Warning Mo
! Prerequisite Checks
T i Package: libjpegt2-32bit-62.1.0 Warning Mo
I Package: libjpegt2-turbo-1.3.1 Warning Mo
Package: libpcre16-0-8.41 ‘Warning Mo
I Package: JDK-1.8.0.5.131 Warning Mo
- i..Package: libgfortran3-4.8.3 ‘Warning Mo
L Maximum locked memaory check Warning Yes

This is a prerequisite condition to test whether the package "libstdc++33-3.3.3-62.1" is available on the

system. [more details)

Check Failed on Modes: [c1nd, c1n3, c1n2, c1n]

Coc

Perform Pre-Check as shown above; Click Fix&Check Again to recheck the system.
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Perform Prerequisite Checks 1 C ORACLE

Database

Configuration Option Verification Result

.. Database Installation Options Scmc_cf the minimum requirements for installation are not completed. Review and fix the issues listed in the
following table, and recheck the system.

o

. Neodes Selection

A Fixup Script x lgnore All
Database Edition

- - - . ; . : tus Fixable
Installation Local gome of the prereguisites have failed on the following nodes. Installer has generated a fixup script that  Eomni

needs to be run as a privileged user (root). Installer will run the fixup script

ing Sys : h .
Operating Systell i netallactions2019-11-05_00-25-40AM/CVU_19.0.0.0.0_cracle/ runfixup.sh) on the listed nodes

S — — — —

Root scriot exect USing the privileged user credentials provided earlier. Click "0K” to proceed. “
| M
Prerequisite Chet i “
| Modes: |c1nd i Mo
cinl ] Mo
cin3 ] Mo
eln2 } Mo
] Mo
] Yas

oK Cancel

1

This is a prerequisite condition to test whether the package "[[SEGleg®s-3.3.3-62.1" is available on the
system. (more details)

Check Failed on Modes: [c1nd, ¢1n3, c1n2, c1n1]
Help = Back Cancel

Follow the prompts, manual run Fixup Script as "root" user on each node, then click OK.

clnl: /home/oracle # /ftmp/InstallActions2819-11-85 80-25-40AM/CVU 19.0.0.0.0_oracle/runfixup.sh
All Fix-up operations were completed successfully.

clnl: /home/oracle #
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Oracle Database 19c Installer - Step 8 of 11 x

Perform Prerequisite Checks 1 C ORACLE"

Database

Configuration Option ( Werification Result r Fixup Result

Some of the minimum requirements for installation are not completed. Review and fix the issues listed in the

Database Installation Options i
following table, and recheck the system.

5

Nodes Selecticn

@ Ilgnore All
Database Editicn
Installation | ocation | Checks Status | Fixable
[ Checks
Operating System Groups E‘@ [Pac

Root script execution

jpeg-turbe-1.3.1 Ignored

(€ ————

lw Prerequisite Checks s .
. libjpegb2-32bit-62.1.0 Ignored Mo
Summary . libjpeg62-turbo-1.3.1 Ignored Mo
. libpcrel 6-0-8.41 Ignored Mo
cJDK-1.B.0.5.151 Ignored Mo
. libgfortran3-4.8.3 Ignored Mo

This is a prerequisite condition to test whether the package "libstdc++33-3.3.3-62.1" is available on the

system. (more details)

Check Failed on Modes: [c1nd, ¢1n3, c1n2, c1n1]

[ = Back " Mext = i Cancel

(Note: There are still some unsatisfied items, please refer to the details of Additional Comments in the
last section of the document.)

Select option "Ignore All", then click Next to continue.
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9). Summary.

Oracle Database 19c Installer - Step 9 of 11

9

Summary

1

C ORACLE

Database

Configuration Option

Database Installation Opticns

—F—3

Modes Selection
Database Editicn
Installation Location

Operating System Groups

Root script execution

Prerequisite Checks

€ —€ — — € ——

Summary

[z} Oracle Database 19¢ Installer

= Global settings

L Database edition: Enterprise Edition (Set Up Software Only) [Edit]
Oracle base; fhome/oracle/grid_base [Edit]

Software location: fhome/oracle/db_19¢

: i Root script execution configuration: Root user credential [Edit
= Grid Options
L Cluster Medes: ¢1nl, ¢1n2, ¢1n3, c1nd [Edit

Privileged Operating System groups: dba (0SDBA), oper (0S0OPER), dba (0SBACKUPDEA), dba (0SDG

[ »

Installation Summary as shown above, click Install to continue.
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10). Install Product.

Oracle Database 19c Installer - Step 10 of 11 x

Install Product 1 ¢ ORACLE
Database
r Progress
/l\
12% |
/l\
Copying files for ‘Oracle Notification Service 19.0.0.0.0°
l rStatus
l - Configure Local Node In Progress
] o = Prepare In Progress
] # Link binaries Pending
« Setup Pending
l Copy Files to Remote Nodes Pending
T Configure Remote Nodes Pending
:,. Install Product + Prepare Pending
} = Setup Pending
- Setup Oracle Base Pending
Execute Root Scripts Pending
1 C ORACLE’
Database
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Installer prompted you to run the orainstRoot.sh and root.sh scripts. Click Yes.

Oracle Database 19c Installer - Step 10 of 11 x
Install Product 1 C ORACLE
Database
r Progress
/l\
92% |
/'|'\
Saving Cluster Inventory
I rStatus
l «# Configure Local Node Succeeded
l w# « Prepare Succeeded
I % « Link binaries Succeeded
o « Setup Succeeded
I o Copy Files to Remote Nodes Succeeded
T «# Configure Remote Nodes Succeeded
:, Install Product o » Prepare Succeeded
'I' Y St Runogaded
) Oracle Database 19c Installer x Peded
- doress
D ng
e o Configuration scripts generated by the Installer need to be run as a privileged
:zg:gg EE ,g;:z:: ﬁsfttilt?lzii: ! user (root). Installer will run these scripts using the privileged user credentials

Setting up 'Enterprise Editicn)
Setting up "Oracle Database

‘Saving inventory

Copying fhome/oracle/db_19
Loading products list. Please
Instantiating root scripts for

Saving Cluster Inventory

provided earlier.

Are you sure you want to continue 7

‘|

Help

[ Close l

Continue monitoring the installation until the Finish window appears.
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11). Finish

Oracle Database 19c Installer - Step 11 of 11 x

1 C ORACLE
Database

The installation of Oracle Database is finished, click Close to dismiss the screen.
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1-3. Using DBCA to create Oracle RAC DataBase.

1). Select Database Operation.

Database Configuration Assistant - Application - Step 1 of 14 x
Select Database Operation 1 C ORACLE
Database

o Database Operation Select the operation that you want to perform.

T

|

T Creation Mode (#) Create a database

|

|

I () Manage templates

|

|

|

|

|

|

|

|
| Help | | Mext = J Cancel

Select option "Create a database", then click Next to continue.
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2). Select Database Creation Mode.

Database Configuration Assistant - Create a database - Step 2 of 14 x
Select Database Creation Mode 1 C ORACLE
Database
Database Operation (%) Typical configuration
Creation Mode Global database name: |susedb |
Deployment Type : .
Leplaprizm T Storage type: [Autumatm Storage Management (ASM) 'l
Database files |ocation: |+SUSEDEMO/{DE_UNIQUE_NAME} | | Browse...
Fast Recovery Area (FRA): |+SLISEDEMD | Browse...
Database character set: |AL32UTFB - Unicode UTF-8 Universal character set -

Adminjstrative password: | ............ |

Confirm password: | ............ |

Create as Container database

Pluggable database name: |5|_|5e{|b_pdb |

C—(—(—(—(—+(—(—(—+(—(—C—&—H§—=&

() Advanced configuration

| <Back | Next> |

Select option "Typical configuration" and fill in administrator password. Then, click Next to continue.
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3). Perform Prerequisite Checks.

Database Configuration Assistant - Create 'susedb’ database - Step 3 of 6 x

Perform Prerequisite Checks

1 C ORACLE

Database

¥ Creation Mode

i
e Prerequisite Checks

]
!

Verification Result

Some of the minimum requirements for installation are not completed. Review and fix the issues listed in the
following table, and recheck the system.

Check Again Show Failed  v| | [ All Nodes - [ ] Ignere Al
| Checks | status | Fixable
[ Checks
(=58 [Packages]

Package: libjpeg-turbo-1.3.1 ‘Warning Mo
Package: libjpegt2-32bit-62.1.0 ‘Warning Mo
Package: libjpegt2-turbo-1.3.1 ‘Warning Mo
Package: libpcre16-0-8.41 ‘Warning Mo
Package: JDK-1.8.0.5.151 ‘Warning Mo
Package: libgfortran3-4.8.3 ‘Warning Mo

This is a prerequisite condition to test whether the package "libstdc++33-3.3.3-62.1" is available on the
system. ([more details)

Check Failed on Noedes: [c1nd, c1n3, c1n2, c1n1]

Select option "Ignore All", then click Next to continue.
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4). Summary.

Database Configuration Assistant - Create 'susedb’ database - Step 4 of 6 x
S 1 C ORACLE
Database

Database Operation
Creation Mode

Prerequisite Checks

(—(HE€—€—

Summary

=} Database Configuration Assistant

=} Glohal Settings

----- Global database name: susedb
----- Mode List: c1nlcin2cind,clnd

----- SID: susedb

----- Create as Container database: Yes

----- Pluggable Database Name: susedb_pdb

----- Number of Pluggable Databases: 1

----- Use Local Undo tablespace for PDBs: Yes

----- Datahase Files Storage Type: Automatic Storage Management [ASM)
----- Memory Configuration Type: Automatic Shared Memory Management
----- Template name: General Purpose

Initialization Parameters

----- audit_file_dest: {ORACLE_BASE}/admin/{DB_UNIQUE_NAME} adump
----- audit_trail: db

----- cluster_database: true

----- compatible: 19.0.0

----- db_block_size: 8 KB

----- db_create_file_dest: +5USEDEMO/{DB_UMNIQUE_NAME}

----- db_name: susedb

----- Configuration type: Oracle Real Application Cluster (RAC) database - Admin Managed

-

-

Ab rarccare fila dact: ACIHICENERAM
(gn ] (oo ]

Database Configuration Summary as shown above, review the information, then click Finish to

continue.
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5). Progress Page.

Database Configuration Assistant - Create 'susedb’ database - Step 5 of 6 x
Progress Page 1 C ORACLE
Database
1 r Progress
l Creating and starting Oracle instance : In Progress
@ Progress Page r Status
' = DB Creation In Progress -
%" « Prepare for db operation Succeeded
w" « Copying database files Succeeded
=+ « Creating and starting Oracle instance In Progress
s Creating cluster database views Pending
s Completing Database Creation Pending
s Creating Pluggable Databases Pending I
s Executing Post Configuration Actions Pending =3

DBCA Log Location:

/home/oracle/ grid_base/cfgtoollogs/dbca/ susedb/trace. log_2019-11-05_07-00-40AM

Database Alert Log Location:

fhome,/oracle/grid_base/diag/rdbms/susedb/susedbl /trace/alert_susedbi log

Database creating progress as shown above, waiting until the creation is complete.
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6). Finish.

Database Configuration Assistant - Create 'susedb’ database - Step 6 of 6 x
Finish 1 C ORACLE
Database
Database creation complete. For details check the logfiles at:
l Jhomeforacle/grid_base/cfgtoollogs/dbea/susedb.
l Database Information:
] Global Database Name: susedb
System |dentifier(S1D) Prefix susedb
] Server Parameter File name: +SUSEDEMO/SUSEDB/PARAMETERFILE/spfile.292.1023522559
I MNote: All database accounts except SYS, SYSTEM and DBSNMP are locked. Select the Password
i Finish

Management button to view a complete list of locked aceounts or to manage the database accounts
(except DBSNMP). From the Password Management window, unlock only the aceounts you will use.
Oracle strongly recommends changing the default passwords immediately after unlocking the account.

Password Management...

Database creation complete, some details as shown above. Click Close to dismiss the screen.
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1-4. Oracle Database 19¢(19.3) Post-Install Checks.
1). Verify database status and configuration.

oracle@c1n1:~> export ORACLE_HOME=/home/oracle/db_19c/
oracle@c1n1:~> /home/oracle/db_19c/bin/srvctl status database -d susedb -a
Instance susedb1 is running on node c1n1

Instance susedb1 is connected to ASM instance +ASM1

Instance susedb?2 is running on node c1n2

Instance susedb2 is connected to ASM instance +ASM2

Instance susedb3d is running on node c1n3

Instance susedb3 is connected to ASM instance +ASM3

Instance susedb4 is running on node c1n4

Instance susedb4 is connected to ASM instance +ASM3

oracle@c1n1:~> /home/oracle/db_19c/bin/srvctl config database -d susedb -a
Database unique name: susedb

Database name: susedb

Oracle home: /home/oracle/db_19c

Oracle user: oracle

Spfile: +SUSEDEMO/SUSEDB/PARAMETERFILE/spfile.292.1023522559
Password file: +SUSEDEMO/SUSEDB/PASSWORD/pwdsusedb.261.1023519963
Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC

Server pools:

Disk Groups: SUSEDEMO

Mount point paths:

Services:

Type: RAC

Start concurrency:

Stop concurrency:

Database is enabled

Database is individually enabled on nodes:

Database is individually disabled on nodes:

OSDBA group: dba

OSOPER group: oper

Database instances: susedb1,susedb2,susedb3,susedb4
Configured nodes: c1n1,c1n2,c1n3,c1n4

CSS critical: no

CPU count: 0

Memory target: 0

Maximum memory: 0

Default network number for database services:

Database is administrator managed
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oracle@c1n1:~> /home/oracle/grid_19c/bin/crsctl stat res -t

Name Target State Server State details
Local Resources
ora.LISTENER.Isnr
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE c1n4 STABLE
ora.chad
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE c1n4 STABLE
ora.net1.network
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE cin4 STABLE
ora.ons
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE cin4 STABLE
Cluster Resources
ora.ASMNET1LSNR_ASM.Isnr(ora.asmgroup)
1 ONLINE ONLINE c1n1 STABLE
2 ONLINE ONLINE c1n2 STABLE
3 ONLINE ONLINE c1n3 STABLE
ora.LISTENER_SCAN1.Isnr
1 ONLINE ONLINE c1n2 STABLE
ora.LISTENER_SCANZ2.Isnr
1 ONLINE ONLINE c1n3 STABLE
ora.LISTENER_SCANS.Isnr
1 ONLINE ONLINE c1n1 STABLE
ora.SUSEDEMO.dg(ora.asmgroup)
1 ONLINE ONLINE cin1 STABLE
2 ONLINE ONLINE c1n2 STABLE
3 ONLINE ONLINE c1n3 STABLE
ora.asm(ora.asmgroup)
1 ONLINE ONLINE c1n1 Started, STABLE
2 ONLINE ONLINE c1n2 Started, STABLE
3 ONLINE ONLINE c1n3 Started, STABLE
ora.asmnet1.asmnetwork(ora.asmgroup)
1 ONLINE ONLINE c1n1 STABLE
2 ONLINE ONLINE c1n2 STABLE
3 ONLINE ONLINE c1n3 STABLE
ora.c1n1.vip
1 ONLINE ONLINE cin1 STABLE
ora.c1n2.vip
1 ONLINE ONLINE c1n2 STABLE
ora.c1n3.vip
1 ONLINE ONLINE c1n3 STABLE
ora.c1n4.vip
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1 ONLINE
ora.cvu

1 ONLINE
ora.gosmserver

1 ONLINE
ora.scani.vip

1 ONLINE
ora.scan2.vip

1 ONLINE
ora.scan3.vip

1 ONLINE
ora.susedb.db

1 ONLINE

2 ONLINE

3 ONLINE

4 ONLINE

ONLINE

ONLINE

ONLINE

ONLINE

ONLINE

ONLINE

ONLINE

ONLINE

ONLINE

ONLINE

cin4 STABLE

c1in1 STABLE

c1in1 STABLE

c1n2 STABLE

c1n3 STABLE

cin1 STABLE

c1n1 Open,HOME=/home/orac
le/db_19¢,STABLE

cin2 Open,HOME=/home/orac
le/db_19¢,STABLE

c1n3 Open,HOME=/home/orac
le/db_19¢,STABLE

cind Open,HOME=/home/orac

le/db_19¢,STABLE
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1-5. Installing Grid Infrastructure Release Update 19.4.0.0.190716 (Patch 29708769)
(Note: Patch 29708769 includes Database Release Update 19.4.0.0.190716 (Patch 29834717))

As root user, execute the following command on each node of the cluster:

kkkkkkkkkkhkkkkkkhkkhkhkhkhhkkhkhkhhkkkkhkhkhkkkkhkhhkhkhkhkhhkhkhkhhhkkkhkhhhkkkhkhkkkkhkhkhkkkkhkhkhkkkkkkkkk

c1n1:/home/oracle/grid_19c/OPatch # ./opatchauto apply
/home/Oracle_SW/RAC_19c_SW/GI_Patch/29708769/

OPatchauto session is initiated at Tue Nov 5 18:13:06 2019

System initialization log file is /home/oracle/grid_19c/cfgtoollogs/opatchautodb/systemconfig2019-11-
05_06-13-07PM.log.

Session log file is /home/oracle/grid_19c/cfgtoollogs/opatchauto/opatchauto2019-11-05_06-13-
29PM.log
The id for this session is 8CCS

Executing OPatch prereq operations to verify patch applicability on home /home/oracle/grid_19¢c

Executing OPatch prereq operations to verify patch applicability on home /home/oracle/db_19¢
Patch applicability verified successfully on home /home/oracle/db_19c

Patch applicability verified successfully on home /home/oracle/grid_19c

Verifying SQL patch applicability on home /home/oracle/db_19¢c
SQL patch applicability verified successfully on home /home/oracle/db_19c

Preparing to bring down database service on home /home/oracle/db_19c
Successfully prepared home /home/oracle/db_19c to bring down database service

Bringing down CRS service on home /home/oracle/grid_19c
CRS service brought down successfully on home /home/oracle/grid_19¢

Performing prepatch operation on home /home/oracle/db_19¢c
Perpatch operation completed successfully on home /home/oracle/db_19c

Start applying binary patch on home /home/oracle/db_19c
Binary patch applied successfully on home /home/oracle/db_19c

Performing postpatch operation on home /home/oracle/db_19¢c
Postpatch operation completed successfully on home /home/oracle/db_19c

Start applying binary patch on home /home/oracle/grid_19c
Binary patch applied successfully on home /home/oracle/grid_19c

Starting CRS service on home /home/oracle/grid_19c
CRS service started successfully on home /home/oracle/grid_19c
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Preparing home /home/oracle/db_19c after database service restarted
No step execution required.........

Trying to apply SQL patch on home /home/oracle/db_19c
SQL patch applied successfully on home /home/oracle/db_19c

OPatchAuto successful.

Summary
Patching is completed successfully. Please find the summary as follows:

Host:c1n1

RAC Home:/home/oracle/db_19c
Version:19.0.0.0.0

Summary:

==Following patches were SKIPPED:

Patch: /home/Oracle_ SW/RAC_19c_SW/GI_Patch/29708769/29851014
Reason: This patch is not applicable to this specified target type - "rac_database"

Patch: /home/Oracle_SW/RAC_19c_SW/GI_Patch/29708769/29401763
Reason: This patch is not applicable to this specified target type - "rac_database"

==Following patches were SUCCESSFULLY applied:

Patch: /nome/Oracle_ SW/RAC_19c_SW/GI_Patch/29708769/29834717
Log: /home/oracle/db_19c/cfgtoollogs/opatchauto/core/opatch/opatch2019-11-05_18-17-56PM_1.log

Patch: /home/Oracle_ SW/RAC_19c_SW/GI_Patch/29708769/29850993
Log: /home/oracle/db_19c/cfgtoollogs/opatchauto/core/opatch/opatch2019-11-05_18-17-56PM_1.log

Host:c1n1

CRS Home:/home/oracle/grid_19¢c
Version:19.0.0.0.0

Summary:

==Following patches were SKIPPED:

Patch: /home/Oracle_ SW/RAC_19c_SW/GI_Patch/29708769/29401763
Reason: This patch is already been applied, so not going to apply again.
==Following patches were SUCCESSFULLY applied:

Patch: /home/Oracle_ SW/RAC_19c_SW/GI_Patch/29708769/29834717
Log: /home/oracle/grid_19c/cfgtoollogs/opatchauto/core/opatch/opatch2019-11-05_18-19-37PM_1.log

Patch: /home/Oracle_SW/RAC_19c_SW/GI_Patch/29708769/29850993
Log: /home/oracle/grid_19c/cfgtoollogs/opatchauto/core/opatch/opatch2019-11-05_18-19-37PM_1.log

Patch: /home/Oracle_ SW/RAC_19c_SW/GI_Patch/29708769/29851014
Log: /home/oracle/grid_19c/cfgtoollogs/opatchauto/core/opatch/opatch2019-11-05_18-19-37PM_1.log
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OPatchauto session completed at Tue Nov 5 18:44:04 2019
Time taken to complete the session 30 minutes, 58 seconds

*hkkkkkkhhkhhhkhhhhhkhkhkhhkhkhkhhhhhkhkhhhhkhhkhhkhhhkhhhkhkhhhhhkhkhkhkhhhkkhkhkhhhkhkhhkkkhkhkhkhkkkhkhkkkkk

For details, please refer to the 'Read Me' file included in the patch package, make sure the installation
is successful.
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1-6. Installing other patches.
The following patches are also required on top of 19.4.0:

Patch 30083976 - all Database installations

Patch 28321248 - all GI/ACFS installations

Patch 30171454 - all GI/OCW installations

Patch 29875565 - all Client installations where pro*C cobol demos are required

Ensure that the above patches are successfully installed.

Drdcleﬁclnl Jfhomesoracle/grid 19c/0Patch= ./ /opatch lspatches
PL19.3PORTSPECEFIC: PR DEMDS FHIL OM SLES1S

: CFS Interim patch for 11248

30171454;0CW Interim patch for 30171454

29834717 ;Database Release Update : 19.4.0.0.1%0716

29401763; TOMCAT RELEASE UPDATE 19.0.08.8.0 (2940176

(2
)

-
>

OPatch succeeded.
oracle@cinl:/homesoracle/grid_19c/0Patch= []
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1-7. Oracle RAC 19c¢(19.4) Post-Install Checks.

1). Restart all the services (database, ASM, listeners, nodeapps, and CRS daemons),then check
Oracle RAC status.

oracle@c1n1:~> /home/oracle/grid_19c/bin/crsctl check cluster -all
cinit:

CRS-4537: Cluster Ready Services is online
CRS-4529: Cluster Synchronization Services is online
CRS-4533: Event Manager is online

c1n2:

CRS-4537: Cluster Ready Services is online
CRS-4529: Cluster Synchronization Services is online
CRS-4533: Event Manager is online

c1n3:

CRS-4537: Cluster Ready Services is online
CRS-4529: Cluster Synchronization Services is online
CRS-4533: Event Manager is online

c1n4:

CRS-4537: Cluster Ready Services is online
CRS-4529: Cluster Synchronization Services is online
CRS-4533: Event Manager is online

B L e T T e L

oracle@c1n1:/home/oracle/grid_19c/OPatch> /home/oracle/grid_19c/bin/srvctl status nodeapps
VIP 137.65.135.94 is enabled

VIP 137.65.135.94 is running on node: c1n1
VIP 137.65.135.95 is enabled

VIP 137.65.135.95 is running on node: c1n2
VIP 137.65.135.96 is enabled

VIP 137.65.135.96 is running on node: c1n3
VIP 137.65.135.97 is enabled

VIP 137.65.135.97 is running on node: c1n4
Network is enabled

Network is running on node: c1n1

Network is running on node: c1n2

Network is running on node: c1n3

Network is running on node: c1n4

ONS is enabled

ONS daemon is running on node: c1n1
ONS daemon is running on node: c1n2
ONS daemon is running on node: ¢c1n3
ONS daemon is running on node: c1n4

oracle@c1n1:~> /home/oracle/grid_19c/bin/crsctl stat res -t

Name Target State Server State details

Local Resources

ora.LISTENER.Isnr

ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
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ONLINE ONLINE c1n4 STABLE
ora.chad
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE cin4 STABLE
ora.net1.network
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE c1n4 STABLE
ora.ons
ONLINE ONLINE c1n1 STABLE
ONLINE ONLINE c1n2 STABLE
ONLINE ONLINE c1n3 STABLE
ONLINE ONLINE c1n4 STABLE
Cluster Resources
ora.ASMNET1LSNR_ASM.Isnr(ora.asmgroup)
1 ONLINE ONLINE c1n3 STABLE
2 ONLINE ONLINE c1n1 STABLE
3 ONLINE ONLINE c1n2 STABLE
ora.LISTENER_SCAN1.Isnr
1 ONLINE ONLINE c1n2 STABLE
ora.LISTENER_SCANZ2.Isnr
1 ONLINE ONLINE c1n3 STABLE
ora.LISTENER_SCANa3.Isnr
1 ONLINE ONLINE cin1 STABLE
ora.SUSEDEMO.dg(ora.asmgroup)
1 ONLINE ONLINE c1n3 STABLE
2 ONLINE ONLINE cin1 STABLE
3 ONLINE ONLINE c1n2 STABLE
ora.asm(ora.asmgroup)
1 ONLINE ONLINE c1n3 Started, STABLE
2 ONLINE ONLINE c1n1 Started, STABLE
3 ONLINE ONLINE c1n2 Started, STABLE
ora.asmnet1.asmnetwork(ora.asmgroup)
1 ONLINE ONLINE c1n3 STABLE
2 ONLINE ONLINE c1n1 STABLE
3 ONLINE ONLINE c1n2 STABLE
ora.c1ni.vip
1 ONLINE ONLINE c1n1 STABLE
ora.c1n2.vip
1 ONLINE ONLINE c1n2 STABLE
ora.c1n3.vip
1 ONLINE ONLINE c1n3 STABLE
ora.c1n4.vip
1 ONLINE ONLINE c1n4d STABLE
ora.cvu
1 ONLINE ONLINE c1n1 STABLE
ora.gosmserver
1 ONLINE ONLINE cin1 STABLE
ora.scani.vip
1 ONLINE ONLINE c1n2 STABLE
ora.scan2.vip
1 ONLINE ONLINE c1n3 STABLE

ora.scan3.vip
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1 ONLINE ONLINE c1n1 STABLE
ora.susedb.db

1 ONLINE ONLINE cini Open,HOME=/home/orac
le/db_19¢,STABLE

2 ONLINE ONLINE cin2 Open,HOME=/home/orac
le/db_19¢,STABLE

3 ONLINE ONLINE c1n3 Open,HOME=/home/orac
le/db_19¢,STABLE

4 ONLINE ONLINE cln4 Open,HOME=/home/orac

le/db_19¢,STABLE

oracle@c1n1:/home/oracle/grid_19c/OPatch> export ORACLE_HOME=/home/oracle/db_19c/
oracle@c1n1:/home/oracle/grid_19c/OPatch> /home/oracle/db_19c/bin/srvctl status database -d
susedb -a

Instance susedb1 is running on node c1n1

Instance susedb1 is connected to ASM instance +ASM1

Instance susedb?2 is running on node c1n2

Instance susedb? is connected to ASM instance +ASM2

Instance susedb3d is running on node c1n3

Instance susedb3d is connected to ASM instance +ASM3

Instance susedb4 is running on node c1n4

Instance susedb4 is connected to ASM instance +ASM3

oracle@c1n1:/home/oracle/grid_19c/OPatch> /home/oracle/db_19c/bin/srvctl config database -d
susedb -a

Database unique name: susedb

Database name: susedb

Oracle home: /home/oracle/db_19¢c

Oracle user: oracle

Spfile: +SUSEDEMO/SUSEDB/PARAMETERFILE/spfile.292.1023522559
Password file: +SUSEDEMO/SUSEDB/PASSWORD/pwdsusedb.261.1023519963
Domain:

Start options: open

Stop options: immediate

Database role: PRIMARY

Management policy: AUTOMATIC

Server pools:

Disk Groups: SUSEDEMO

Mount point paths:

Services:

Type: RAC

Start concurrency:

Stop concurrency:

Database is enabled

Database is individually enabled on nodes:

Database is individually disabled on nodes:

OSDBA group: dba

OSOPER group: oper

Database instances: susedb1,susedb2,susedb3,susedb4
Configured nodes: c1n1,c1n2,c1n3,c1n4

CSS critical: no

CPU count: 0

Memory target: 0

Maximum memory: 0

Default network number for database services:

Database is administrator managed
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2). Access to Oracle Enterprise Manager.

Sign In To Oracle Cloud Database Express - Mozilla Firefox x

© Sign In To Oracle Cloud [ X ‘ +

RN

@ || Q search n o ©

[ (@ & hittps://clcl-scan.provo.novell.com:5500 90%

Username | sys

Password | esesssssssss |

Container Name ‘ ‘

Log in
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Oracle Cloud Database Express - Mozilla Firefox

O Oracle Cloud Database £ X ‘ +

e @ ﬁ»l lQ Search N @O

@ - ad @ l @ & https://c1lcl-scan.provo.novell.com:5500 90%

ORACI—E Enterprise Manager Database Express sys ¥

B SUSEDE (19.4.0.0.0) Performance «

Database Home 1 min Auto-Refresh » O

Status Performance
Up Time 3 hours, 11 minutes, 14 seconds
P ’ ’ Activity Services Containers Instances
Type RAC -4 Instance(s) up
Version 19.4.0.0.0 Enterprise Edition
Platform Name  Linux x86 64-bit
Archiver Stopped
Last Backup N/A 20
Time 0
Incident(s) 0 11:37:40 PM 11:38:20 PM 11:32:00 PM 11:33:40 PM 11:40:20 PM - 11:41:00 PM 11:41:40 PM 11:42:20 PM
5 Nov 2019
Resources

2% 05 30. 12.

total_sga
25.. 1.0..

2% 0.4 total_pga
% 03 i 20.. o target_pga 0.8..
Other — 15... shared pool 0.6..

15 nstance(s) 02 W User O || | | = SUSEDE_PDB

B Instance(s ’ m CPU 10.. [ large peol 0.4..

o 21 W java pool
) 50... W buffer cache 0.2.
0% 00 0.06 M Shared |0 Pool 0.06

Host CPU Active Sessions Memory Data Storage
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Additional Comments

This document provides some temporary solutions and brief instructions for Oracle Database 19c on
SLES 15 SP1.

o Gl 19¢(19.3) Installer checking Passwordless SSH connectivity failed. Actually, the
Passwordless SSH connectivity is work normal on the Cluster.

Work-around: A temporary solution is by downgrading openssh to earlier version(openssh-
7.6p1-7.8.x86_64) on the node(c1n1), then retry.

*  Oracle Prerequisite Checks Fixup Script is workaround for some CVU check failures.

*  CVU Pre-installation Check Issue - "Verifying zeroconf check ...Warning". Please ignore this
error, a fix will be in the next distributed CVU.

*  CVU Pre-installation Check Issue - Some packages are not applicable to sles15 SP1
Work-around: Manually ensure updated packages are installed.

libstdc++33-3.3.3-62.1 ( Deprecated on SLES15 SP1 )

libjpeg-turbo-1.3.1, libjpeg62-32bit-62.1.0, libjpeg62-turbo-1.3.1 ( Replaced by: libjpeg8. E.q.
libjpeg8-8.1.2-5.7.1.x86_64 and libjpeg8-32bit-8.1.2-5.7.1.x86_64)

libpcre16-0-8.41 ( New name is libpcre16-0-8.41-4.20.x86_64 )

JDK-1.8.0.5.151 ( New name is java-1_8_0-openjdk-1.8.0.222-3.24.2.x86_64 )
libgfortran3-4.8.3 ( Replaced by: libgfortran4-7.4.1+r275405-4.9.2.x86_64 or libgfortran5-
8.2.1+r264010-1.3.7.x86_64)

*  Apply the Oracle RU 19.4.0.0.190716 (Patch 29708769 - Includes Database Patch)

* The following patches are also required on top of 19.4.0:
Patch 30083976 - all Database installations
Patch 28321248 - all GI/ACFS installations
Patch 30171454 - all GI/OCW installations
Patch 29875565 - all Client installations where pro*C cobol demos are required

Publication Date: 2019-11-15, Version: 1.0.20191115
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